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A. Objectives and Plan of Attack

99+
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Although it seems clear that computer programming.willfplaY anjn-

creasing role in education, little is presently known concerning how

novice students learn to interact with a' computer (Weinberg, 1971;

Papert, 1974 Miller, 1971) nor how to develop technical instruction

which-results in' meaningful learning (Mayer, 1972).' During the past ye

some attention has been directed towards proposing or conducting pre7

liminary studies of the cognitive processes involved inilearning a

computer programming language by novices (Sime/dGreen & Guest, 1973;

Weisman, 1974; Gould, 1974; Kreitzberg & Swanson, 1974; Shniederman &

Ho, 1974).

The present study attempted to provide a further modest step by

conducting a series of laboratory studies concerning how meaningful

learning is influenced by a diagram model of the computer which is

expressed in. familiar terms, by various types or practice exercises,

and by the learner's abilities.

p

One factor in the acquisition of new technical information is the

availability of a body of existing, familiar experience in memory -- a

meaningful learning set -- which may be-used during learning to assimilate

new material (Ausubel, 1968; Piaget,i970; Brownell, 1935) Xn particu-

lar, the work of David Ausubel (1964 points to the importance of a

learner's assimilative set s a dete*inant of the learning outcome;

.his distinction ,between "meningful" vs. "rote learning sets" .as an

internal factor influencing' learning has added a new -- albeit noilfully.

understood -- dimension to".the problem of providing `instruction which

results in meaningful learning.

The present study provides some information on the question of what

kind of pre-requisite. knowledge must be available in alearner's.memory

before and during7instruction. Mire specifically, do subjacts who have

the model available during earning.perforth differently' on a posttest

than those who do not?

A second important fa for is that the/pre-requisite experience not

only be'available during 1. arning, but that it is actively processed and

used during learning (e.g., RoUghead & Scandura, 1968; Gagne & Brown,

1961). The work of Rothk f and his associates (Rothkopf, 1970) has

pointed, for example, to he importance of question answering activity

during learning as a "mat emagenic activity "; one aspect of this, as of

'yet poorly understood, co cept seems to be the activation of existing

experience which can be r latled to new material.

The present study p
activate pre-requisite k
to it during learning.
questions asked during f
does it have different e

°vides information on the question of how to

owledge so that new material may be assimilated

peCifically, does the amount or type of practice

ing influence posttest performance, and

fehets under different instructional treatments?,
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The need to investigate the availability and the activation of.
existing assimilate' sets as possible conditions for,meaningful learning
was summarized by Mayer & Greeno (1972, P. 166);

... different instructional procedures could activate different'

aspects o existing cognitive structure. And since the outcome
of learning is determined by the new material and the structure
to whieh it is assimilated, the'use of 4ifferent prdceduresicould
leadgto the development of markedly different structures during
leefrning of the same concept.

A final question, suggested by investigations of aptitude x treat-
ment interaction (Cronback & Snow, 1969; Brecht, 1970) concerns whether
lOarners with different ability levels learn better under different instruc-

methods. For example, do high matheiatics ability learners already
poSmess a "meaningful learning set" which may conflict with the model while
low ability learners possess very little relevant' knowledge and are aiddd by
the model?

,B. Changes to the Original Plans

Each of the studies in the original proposal, and outlined above', has
been completed and full reports of the work are available in the-form of a

separate technical report, "Instructional Variables in Meaningful Learning
,.of Computer 'Programming", Indiana University Mathematical Psychology Program,

Report No. 15-1, 1915. The studies focused on the effects of diagram models
of the computer as an aid in learning, the role of different types of prac-
tice in learning programming, and the effects of learners' aptitudes on the

amount and quality of learning.

In addition, as cited in the original proposal, several supplemental
studies were completed which compliment the main studies. These supplemental

studies involved effects of program representation, e.g., how to develop a
compUter programming language that is easy for novices to understand, and

effects of computational vs.'meaningful practice in programmed instruction,

e.g., what type and how much praCtice shauld be used in teaching technical

information to novice's.

C. Significant-Outcomes

The experiments conducted under this grant provided several impOrtant

new contributions to our understanding of how non-programmers learn computer

programming and the results,have.implications for the design of instruction

of technical information for non-professionals. These findings are particu-

larly important in light of-the increasing need of non-programmers and non-

professionals to interact with computers and other technical systems,

including the increasing use of computer technology in education.

5



The main results were: (a) A model which presents the Computer
tamiliar,an ogy (e.g., eraseable scoreboard for the coMputer'amemoty)
presented pr or to learning results in better ability,to write long programa
and underst d written, programs while no- experience with the model results
in a ,much re specific learning of how to write programs like those in the
instructio al text. (b) Practice on writing simple' programs aids subjects
given the del, whilf.practice on interpreting programs (requiring more
hinking)'aida non-model learners most. (c). Performance on pretests is
correlated to specific types of errors in learning and thus may be used as
an aid in determining,where to emphasize instruction for different students.
(d) Subtle differences in the conventions of the pro attuning language have
large effects for novices. (e) 'Rigid, computation practice may result
inilearning that limits the learner's ability to tra sfer to new situations.

Abstracts of these findings are given below.

Effects of models, practice questions and aptitude.

Onehundred seventy six non-programmers learned a computer programming
language either within the context of a diagram model of a computer expressed
in familiar terms or with no model, and then practiced on exercises and took
a posttest. In learning and posttest performance, Model Ss excelled on
straightforward generation of programs. The model was especially helpful
for low, ability Ss. Practice in interpretation helped Non-,Model Ss most
and practice in writing simple programs helped Model Ss most. The roles of
the model in establishing a meaningful learning set, and of practice on
mathemagenic activity,,were discussed.

Effects of Program Representation.

A programlike branchirig system describing what prizes (A through F)
were awarded for p icular outcomes of a tournament of games among three

El
teams were presente to 200 subjects as either a Verbal list with "go to"
structure (Jump), a

r
shortened verbal list (Short-Jump), nested verbal

paragraphs with "if'... then ... else" structure Oast), a matrix table
(Example), or as a diagrammatic representation ofeach of these. Ip
teats of comprehension, the overall performance increased from lowest to
highest as fallowa: Jutp, Short7Jump, Nest, Example; and this order was
particularly strong for performance on complex quiations relative to less
complex questions. Jump and Short-Jump performance was relatively higher,
,with diagrams and Example was lower with diagrams. Implications for a
Itheory of problem representation and for development of computer pro-
'Pgranning languages were discussed.

6
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Effects of.computational vs. practice in programmed instruction.

Eighty subjects.read six passages that were supplemented by questions
asking or the following: formal definitions (Definition), calculating a
valueiOalculating),'applying a conceptual model to a problem (Model)., all,
three (All), or no questions (None). Results op tests containing all three
question types given after Passages 7 and 8 indicated an.overall superiority
of Group All over Group None, a Treatment X Question Type interaction in
which Group Model excelled on all questions but Groups Calculating and
Definition did not, and no difference be-t-ge,en subjects who h answered
questions and those who simply read them in earlier passages Implications
for the acquisition processes were discussed.

D. Published and Delivered Papers

The following papers report the work conducted under this grant and
acknowledge N.S.F. support.

Effects iof models, practice Questions and aptitude.

Mayer, R.E. Different prOtiem solving competencies established in learning
computer programming with and without a meaningful model. Journal of,
Educational Psychology, accepted and in press.

Mayer, R.E. Instructional variables'in meaningful learning of computer
. programming. Indiana University: Indiana Mathematical Psychology

Report Serieo, Report 75.7,1, 1975. I.Ineko&a. as Append:A

Mayer, R.E. Instructional variables in meaningful learning of comp
progr ng. Paper read as annual meeting of American Educational
Resea Association, April, 1975

Effects of program representation.

Mayer; R.E. Comprehension as affected by structure (14 problem representa-
tion. Memory and Cognition, accepted And in press.

Effects of computational vo. meaningful practice.

Mayer, R.E. Forward transfer of different reading strategies evoked by
testlike events in mathematics text. Journal of Educational

Psychology, 1975, L, 175-169.

Mayer, R.E. Do practice problems and objectives limit a subject's
learning set? Paper read as annual meeting of American Psychological
Association, September, 1975.

ti
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PREFACE

This is a report of Is program of research. on instructional var ables

in coMputer"programmig, Supportecby the National SCience Foundation, under

NSF Grant E( 44020 to the author, and monitored by the 04hca;l'of Expeftmentio.

.

Projects and Programs, Technological Innovations is EducaU6n.'

This work was conducted at the Department of;Psychology of Indians.

.. University. Theinks are due to Crietine Ward-Hull. andOon Young who .assisted

in the collection of data. The helpful comments and encouragement of:Fronk

o

Restle and the assistance of the staff of the Cognitive Institute of Indiana

University are greatly appreciated.
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Instructional Variables-in Meaningful Learning .1

.1

.of Computer Programming'

AbetraCt

.

One hundzIed seventy six non-programmers learned a computer programming

,language either within the context.. of a diagram model-of a computer expressed

in'familiar terms or with no model, and then practiced on exercises and took

a Posttest. In learning and posttest performance, Model /Ss performed best

on problems requiring interpretatioh while Non-Model Ss excelled on straight-

\

forward generation of programs. The model was empeciaily'helpful for low-

ability, Se. Practice in interpretation helped Non-Model Ss most and practice
i 6

in writing simple programs helped Model Ss most. 'The.roles of tcle model in

v establishing a meaningful learning set, and of practi&e.on mathemagenic

.

activity, were discussed.
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Althoff h it seems clear that computer programming will play an increaaing

role:in education, little is predintly known concerning how novice students

learn to interact with a-computer (Weinberg, 101; Papert,A.971; 1971)

nor how to develop. technical instruction which results in meaningful.learninr

(Mayer, 1972). During the past year, some attention has been directed towards

proposing or conducing preliminary studies of the cognitive processes rhvolved

in learning a computer programming language by novices (Sim, Green & Guest,

1973; Weisman, 1 74; Gould, 1974; Kreitzberg & Swanson, 1974; Shniederman & Ho,

.

1974).

The present study attempted. to provide a, further modest step by conducting
. .

a series of labor tory at es concerning how meaningfUl learning is influenced

by a diagraremodel of the com ter which is eipressid ipfamiliar terms, AT
...

various types of practice exercises, and by the 17ner's abilities. -

One factor in the acquisition of new technical information is the availa-

bility of a body of existing, familiar experience in me ry meaningful

learning set -- which may be:used'during learning .to as Imilate new material

(Ausubel, 1968; Piaget,19/0; Brownell, 1935). 'In p bular, the work of

DavidAusubel (1968) poins to ths impo'rtance of ei le ner's assimilative
A

sat as a determinant of the learninix outcome; his distinction between "meaning-

ful" vs "rote learning sets' as an :internal factor influencineleariiing has

added a new: albeit not fully understood -- dimension to the problem of

.-.

providing instruction which results in meaningful' learning.
.

. , ,

The present study provides some information on the question of 4bat ,

kind, of pre-requisite knowledge must beAlivallable in &learner's memory before
. ,
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and during instruction.' More specifically, do subjectscwho have the model

available during learning perform differently/on a posttest than those who

do not?

A second important factor is that the re-requisite experie0e not only

';;

be availabie during learning but that it is/actively processed and used

during learning (e..g., Roughead & ScandUra, 1968; Gagne & Brown, 1961). The

work of Rothkopf and his associates (Rothkopf 1970).has pointed, for

example, to the importance of question anawaring act vity during learning as

a,"mathemagenic activity"; one expect or 'Oda, as of yet poorly understood,
( /

concept seems to be the activation of existing experience which can be relate'

4

to ne4material.

The present study provides information on the question of how to activate-
v.

pre-requisite knowledge so that new material may be assirdilated to it during

learning. Specifically, does the amount or type Of.Tractice questrohs asked'

during learning influence posttest prrformance,:and does it have, different

effects under different instructiona treatments?

The need, to investigate the ayalability and the activation of existing'

assimilative sets as possible conditions for meaningful learning was summarized

by Mayer & Greeno 1972, p. 166);

.r*
different inttructional pro edures could activate different

aspects of existing cognitiye structure. And since the outcome
,

,of learning is do0ermi szd. by the new material and the structure.
to which it is.ashimianted, the use of 'different procedures could
lead to the development of markedly different structures during
learning of the same concept.1,/

A final/question, suggested byl.investigations of aptitude-x treatment
y.

interactionCronback & Snow:19694 BraCht, 1970) concerns whether learners
A

.!.,
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with different ability levele learn

methods. For example, do high mathematics ability learne

better' under diffeten instructional'

ready possess a

"meaningful learning set" which may conflict with the model while low ability
. -

learners posseSs very littlertelevant knowledge and are.Aided by the model?

EXPERIMENT 1

In Experiiment Z, novice Trogrammets learned a simple computer programming

language from text that either preSented a pictorial model of, the computer'

And explained hOw the computer model functioned in relation to each ptogram-
,

Ming statement (Model Group) or one which provided idetttical definitionS and

examples of each statement but withoutfany model (11016Group)... Half the

subjects in each'grOup recgived;.as part of their'texts an example prOgtam

t--
Which exemplified:each of the

ing.instruction, all subjects,

four in :a row correct on two

to -die- learned statements
(

practiced with fpedbaqk

successive exercise Sete:

(Prograth Aid). FolloW-

d to a criterion of

Both sets contained

exercises in writing a program to solve a given problem (Generation Problem)

and in interpreting what a given program would do (InterpretsU*6h Problems),

but Set 1. dealt only with one line statements, and Set 2 with non-looping

programs. Following practice, subjects received a transfer posttest consisting

of six generation and six interpretation problems given with feedback but

not to any criterion, and which requited a "looping" program.

Method

Subjects and design The subjects were forty Indiana students

gh.

who participated in the experiment in order to fulfill a equirement for their

introductory psychology course. The main between subjects factor was

A
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instruction bethod (Model vs. Rule), but half the subjects in each grOup

received arl addltional example of how the statements went together to form.

.a program(Program vs. No Program) and half the subjects in each sub-group

.scored high in Math SAT and half scored 19w (High vs. Low Ability). Every

subject received the same two practice sets and the same posttest set with two

types of questions in eaeh (Generation, Interpretation), %liar comparison

across type of problem was a within subject comparison.

Material. In order to teach a simplified version of FORTRAN, two main

instructional booklets and three problem sets were constructed. Both booklets

presented the traditional definitions and examples of seven programming state-
?

ments (READ, WRITE, GO TO, IF;ISTOP,'Arithmetic Statements, Counter Set State-

.

ments) andlthe appropriategrammaticaI rules (e.g., counter names', pointer

names, format notation). Booklets were organized in the following ma4ner.

The Model text began with aodiagram of the inside working components

of the computer showing "input window" (describedsid a ticket windoW), "out-

put pad" (describemAas a pad of message paper), 'memorç scoreboard" (described
.

as an eight space, erasable scoreboard), and "program List with pointer arrow"

(described as a shopping list). Each of seven programming statements was,

defined, exemplified and explained within the context of the diagram with an

attempt to help the learner "role play" what the computer does for each

stat t. For exampleothe statement

P6 00 TO p4.

,cOuld.be related to the model by noting that the pointer arrow would move

from the sixth statement to the foUrth,atatement on the list and the computer,

would do whatever P4 says. Similarly, the statement
,4

14



0

3 = 0
................

could be related to the model by noting that the Computer would erase what-

ever it had,on the memory scoreboard at space A3 and write in zero instead.
J b

The organization of the Model tXt was as follows: diagram and explanation.
r

/

)
of the diagram, input-output functions (giving.definitions and examples of

READ and WRITE),,memor, functions (giving definitions,and examples of Arith-

tetic,and Counter Set statements),..and program control functionS (giving.

definitions and exampies,of GO TO IF and STOP).

Rule text contained the'seven statements defined. and exemplified on
.

seven separate pages but there was no conceptual framework added. The organi-

zation was: brief introduction, definition and examples of READ, WRITE,

tOunter Set, Arithmetic, GO TO, IF and STOP statements. The definitions and

examples were i44ntical in all

(Model)as varied.

booklets, and only the conceptual framework

Half the.pubjects in each group received an additional page at til front

of their booklet (Program Aid) which presented,, an example seven line program
4

-- containing each of the seven types of programming statements. Instruc,--

tional texts Ifith-the Program Aid Presented the statements in the order in

which they /appeared in the example-program (Counter, Set, READ, IF, AriAlimetic;

GO TO, WRITE, STOP).

r

A series of three sets of exercises were constructed. Practice Set 1

consisted of 24 single statements,Practice Set 2 consisted of 24,non-looping

rograms, and,the Posttest set consisted of 12 looping programs. For each

exercise item, a statement of the problem in English was typed on one 3x5

card, and the correct program to solve the probleth was typed in computer

'linguage on the other side.'



Thus in each exercise set twO *iYioes of questions could be asked for

each item. Generation Exercises gave a problem in English and asked the

subject,tp write a progkam to solve/#. An e*Iple from Set 1 (Statements)

is: "GiVen a number is in merry. space A6, write a statement to incase

that number by 1." An example from Set 2-(Ncon-Looping Program) is: "Given

(
that a card with a number on it is input, write a-program to print out that

number'Unless it is zero. .An_ixample from the Posttest Set (Looping Program)

is: ",Given a pile of data cards with a number on each-iainput, write a

program* print out the'square of each number and:to stop when it, gets to

card With a zero on it."

Interpretation Exerases, op the other hand,; presented a program and

asked the subject to write in English what problet it would solve. For

example,jin Set 1, given the statement,

A6 = A6 + 1

S would writethe prOlem rghat it solves

example from Set 2%1:4~given the program,

(see first example above). .:An

P1 READ(A1).,
P2 IF(A1=0):GO TO P4
P3 WRITE(A1)
P4 STOP

write the problem it solves (see second example above). An example from the

0
posttest is to write the problem (see third example abpve) which is solved

by the program,

P1 READ(A1) .

P2 IF(A1=0) GO TO P6
P3,A1=A14A1
P4
P5 GO TO P1
P6 STOP

16
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In addition, materials included a 1:rillental Questionnaire asking

, !'

,-

about the subject's experience with comil erlprograMming and asking for his

MSAT score, a Pre7Test consisting of six gebra problems (e.g., Y2 :.6 --. 10

nod Y.) and answer sheets for the exercises.
,(/.

:I

Procedure. SUbjects were run in &mat groups of 2 to 4 with several

difOetrt instructional treatments repres1 ted within each session.. First

all subjects took an algebra pi,etest and filed out a short questionnal4e
k

.

which asked for math SAT scow and which solicited information concerning
. .

,,

experience with computer prigriMming. When 11
,

subjects were finished,

instructions were read With subjects again being asked to indicate faMiliarity

with computer programming,: and the instructio\ al booklets were passed out

Subjects were told to read through the booklets at their own rates and to

"try to understand what it is talking about" Spl'as to be Pr4iLrd for a "test".

When a subject finished reading his booklet, th procedure'for the three

exercise sets was explained and the subject waS given arranSwer sheet and a

1

_

pile of exercise cards for Set 1. The items were randomly arranged except

for the constraint.that the type of problem (i.e., Generation or Interpretation)

V.

_.

alrnated for each item. No two items were identical. The subject was

instructed to pick the first card; if it stated a problem, to write a program

to solve it,and if it stated a program, to write a problem it would solve;

to then flip over the card to find the, correct response, to write a "C" if

he was correct and to.write the correct answer on the ri'ht side of the answer

sheet, if his answer was not correct, and to then go on to the next card and

so on. When the subject correctly answered four problems in a row (i.e

two exercises of each type) he went or to Set 2, and when he correctly



answered four items in a row

he continued for all 12 item

Results.

,"

1.1

i

Set 2, he went on to the posttest'iWhich,

ith feedback on each.

Three subjects indicat

If four subjectd were unable t

test, and 2 Subpdts were

14' 2 hours/. Data f6r these su

y their $1.aceS. Subjects indi a

as Hit4h Ability and those wit

, .

;Each Subject's response f

corn ct or incorrect. Interpr

con ition (one, card, two cards

a sentence (e.g., "count th

Ould lead to writing the targ

posttest, step-by-step transla

reV'ious experience with computerprogramming,

lve 3 of .the 6 problems on the algebra pre-

e to reach criterioiron Set 1 or Pet 2 within

ts were eliminated and new ones were run in
(

ing MSAT scores of 560 or above wett agunted

scores below 560 were counted as Low Ability.
,--

r each exercise item was cored as. either

ation answers conve ng. the correct initial-

or a pile ofcaids) and stating the problem

number of cards until a 99 appears") that

t program were, scored as correct. In the

ions of each statement; or responses which

failed to express the tact that a pile of cards and looping was involved

eration answers were counted correct if they

coaained the right statement in the right order even if format errors

(e.g., WRITE Al instead of WRITE (Al)) or grammar errors (e.g., GO TO P3 IF

(A1=3) instead of IF (A1=3) GO TO P3) were present. In the posttest, the

most frequent errors that resulted in being counted as incorrect were a

failure to include a GO TO statement that would allow looping for Generation

items, and a failure to indicate a pile of cards rather-than just one

card was involved in Interpretation items.

O

were counted as incorrect. Qe
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Since the posttest consisted of items similar to those commonly used

in programming workbooks, and since all subjects had reached reasonelbi

criterion of learning on the seven basic programming stateme s before liagin

ning the posttest, the main interest of this experiment was whether subjects'

initial instructional booklet would influence transfer,of learning of the

posttest. The proportion corractcresponse on the posttest by type of exercise

Ilfor each instructional group is given in Table 1, and an analysis. of variance

was performed on the data. There was no main effect due to presence of Model

Text (F(1,32).< 1.00, p=n.s.) but there was a reliable negative effect due

to presence of the Program Aid (F(1,32) = 5.80, p < .025). Apparently, intro-

ducing a complex program before subjects were familiar'with the basic state-

ments confused subjects and made it more difficult for them to acquire the

new statements in generalizable form. The only other reliable effect i$ a

,Model x Type of Probleiinteraction (F(1,32) = 5.67, p < .025) with subjects

. .

who received instruction that involved the diagram model (Model Text) per-
/

forming better than subjects who.did not (Rule. Text) on Interpretation items

but worse on Generation items. These results support the idea that subjects

in the two 'instructional groups acquired learning outcomes that differed in

structural or qualitative ways that cannot be explained in terms of transfer

of specific information in the text.

There was also a slight tendency for instruction that involved the model

to improve performance for low ability subjects compared with non-model texts. A

(48% correct vs. 42% correct overall, respectively) and the reverse was true

for high ability subjects (51% vs." 5)% correct overall, respectively); however,

the Model x Ability interaction failed to reach even a marginally reliable level

(F(1,32) < 1.00, p = n.s.).



Table 1

Proportion Correct Response on/Transfer Posttest for

Two Instructional Groupsiby Type of Problem

Instructional

Group

,P1loblem Type

Generatign Interpretation

Rule

Model

.47

.27

al

.27

Note. - Main effect of instructional treatment, p = n.s.;.

treatment x type of problem interaction, p <

20



When performance, i.e.,number of errors, was summarized over all three

sets of exercises, the Mode]. x Type of Exercise interaction was retained

(F(1,32) = 67, p < .025) with Model subjects averaging less errors than

non-Model subjects on Interpretation items (8.6 vs. 10.5 respectively) and

averaging more errors on Generation items (8.4 vs. 6.5 respectively). In

addition the Model x Ability interaction reached statistical reliability

(F = 4.23,'df - 1/32, p < .05) with Model Texts resulting in fever errors

for low ability Ss than non-Model Texts (7.8 vs. 10.3 respectively) but the

reverse is true for high ability Ss (9.2 vs. 6.9 errors respectively). Thus
.

there is mild support for the suggestion thdt high ability subjects; ready

had their own "models" while low ability subjects did not.

Table 1 about here

411*

EXPERIMENT 2

In Experiment,2, eachysubject read an instructional booklet and thed

took an 1$-item posttest. In addition to the Model Text and the Rule Text

used in the previous study, Experiment 2 also involved two new instructional

booklets.-- Flow Text which introduced. flow chart symbols and explained each

statement in the context of writing a flow chart; and Both Text which contained

both the Model and the Flow booklets. Half the subjects in each instructional

group were given practice with feedback in writing and interpreting statements,

and non-looping programs and half the subjects in each group received no prac-

tice. All subjects were given the same posttest, consisting of generating

and interpreting statements, non-looping programs and looping programs, and

unlike the previous studies subjects received no feedback on the posttest.

1
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Subjects and desi. The subjects were 80 Indiana University students

drawn from the same population as in Experiment 1. Each subject served in

on

of

)

e cell of a x.2 x factorial design, with the first factor being method

instruction (Model, Rule, Flow, Both), the second factor being general

mathematical ability (High MSAT score vs. Low MSAT scOre).and the third factor

eing amount of practice in learning (Practice, vs. No Practice). Sine all

subjects received the same'poattest, comparisons across type of posttest

item were within subject comparisons.

Materials: Two of the four instructional booklets vere the Model' and

"program aid") used in the previous study. Inthe Rule Texts (without

addition, the Flow Text was nearly identical to the Rule Text except that an

'introductory page presented each of the basic flow chart symbols with an

example.flow chart containing all of the seven to-be-learned statements, and

each statement was discussed in the text within the context of where it fit

in the flow chart. Finally, the Both Text contained both the Flow and the

Model booklet. 1

A deck of eight practice cards (with correct answers on the badk of each)

.......

was constructed consisting Of two generatiiiiDand two interpretation items

selected from Set 1 used in the previous Audy and two generation ando

interpretation 'items,selected from Set/6. AnIglitem posttest deck was also

constructed using a 2 x 3 design, wi th the first factor being type of

problem (Interpretation. or Generat onr and the second factor being complexity

of problem (Statement, NO-Looping Program, Looping Program). There were

three problems for vach cell, each typed on a 3 x 5 card as in previous
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Ho

experiment but with no indication of the correct answer, and with alritems

differentgfrom those given in the pradtice deck.

The same Pre-Experimental Questionnaire and Pre-Mest were uted as in

Experiment 1.

Procedure Subjects were run in small groups of 2 to 4, ATI experiment

2. First subjects compl4ed the pre-experimental questionnaire. Then

instructions were passed out and subjects were given inttrUctional booklets

as in Experiment 1. When the subject finished reading, he was given the deck

of eight practice problems and manswer sheet to work 912-1.6he was in the

Practice Group. Subjicts received feedback but there vas n9 learning cri-

terion. When the subject finished all eight practice items, Imr-if he; was

in the No Practice Group, he was given an answer sheet and 18 problem cards

for the posttest. Unlike the previous experiment, no feedback (i.e., no

knowledge of correct response) was given on the posttest. AfteiCreading the

booklet and again at.the end of the experiment, each subject was asked to

indicate familiarity with the concepts presented.

Results.

The posttest performance was scored as in the previous experiment.

in Experiment 1, data for subjects who indicated familiarity with computer

programming were eliminated from the experiment (Nic5); however, subjects

- /
scoring low on the pretest were retained. For purposes of an ANOVA, subjects

in each of the four treatment groups were divided into low general math ability

(MSAT below 560) and high general math ability (MSAT of 560 or above).

4.
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Table 2 shows the performance o;tfe two instructional groups.on each

of the slx kinds of posttest items.'( There was no overall,effect due to

.

1, practice.,(F < 1.00) and all interactions involving this factor produced F

values less than 1; therefore, the data(for practiced and non-practiced

subjects has been merged. TTacticeisay have had no effeCt in .Experiment 2
/

because it was on very:simple:and few) problems and not maintained to cri-
ItQ

tenon, whereas practice was far more sophisticated in the previous

ment '
.

There was an overall siperiority:.of subjects Who received the model either
,

,

in the Model Text or in th Both Text over those who did not (F(1,72) * 915,.
4

\ .

/
e o

p < .01); however, as in pi.evious experiments there was no overall difference

, .

between the Model and the Rule groups (F(1,32) = 1.32, p = n.s.).thus frus-

trating the question of which.method is best. As in Experiment 1 there was

reliable interaction involving Method of instruction and type of posttest

-

problem, with the two groups that received the model excelling on Tnterprd-r
a

tation items and the two groulm not 'receiving the model excelling on Gener-
+1.

ation items IF(1,72) = 7.63, p < .01). In addition there was reliable three

way interaction involving method of instruction, type of problem, and complexity

of problem, in which the groups exposed to the model excelled especially On

far transfer such etS,Looping Generation and Non-looping Interpretation and If

the groups not exposed 'to\the model excelled on the most straightforward

problems, the Non -1p6ping Generation itemsAF(2,144) = 6.96, p'<

These interactions/suggest, as in Experiment 1, that instruction which involved

pre-exposure to a model and reference to it during learning resulted in a

qualitatively different learning outcome than non-modl methods.

24
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Proportion, Correct Respo se on-Transfer POsttebt

by Type and mplexity of Problem

.

'Instructional

Group

.

Type and Complexity of Problem

Generation
- .

..;

.,
Interpretation'

State.:0

ment.

Z

Non-
Looping
Program.

,oping
Program

State -'

ment
Non-
Looping
PrograM

Looping
Program

Rule

Mod.*

/ 7

Flow

Both

.r

.65.

.55

.78

.52

.37

..48

.67

.12

.30.

, ,18

.25
b

.142

.62

.18

.6o

.32

.:62

.05

ri2 ....-

."."...........0.7"4.0.....0

.12

.09
.

.05

.13

7

Note. - Main effect of Model, p = n.s.; Model x Problem Type interaction,

p < .05; mcaei x Problem Type x Problem Complexity interaction, p

Main effect\of Flow, p = ma.; Plow x Problem Type interaction, p.

-Flow-x Problem Type x Problem COmplexity, p < .025. .

2'5

.01;
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1

Comparisons between thewO groups vhich received the Flow Chart*aid

(Flow andBoth Text) and"the two groups'Which did not (Rule and.Model Text) -

_

. ,
7

.

,'ind cateO a two way interaction involving. mt, ethod of instruction and type of
- .

roblenHF(1,72) = 11.65,"P < .01) and three way interaction involving-metliod
N.

.

f
of instruction, type-of Problem and complexity of problem (F(2,144)= 4,69,

.

p .1 .025). However, these int'erac'tions suggest that the flow chart aid.--

unW:t the model aid -- reeulted in poorer performance on far transfer items

11*suth\gs Ihterpretaiion items or Looping items and better relative perforMance

on..,nedr:.transfer such as Generation and Nod-looping items. Apparently, the

Flow Chart Aid, like the Program Aid in Experiment 1 restrained the depth
b

of eneoding of new information.

Table 2 about here.

a

Although there was an overall superiority of subjects scoring high in

MSAT oversubjects scoring low (F(1,72) = 6.00, p < .025), the interaction

between general mathematics ability and instructional method which was found

'in the previous experiment 'was not present in Experiment 2 (F < 1.00). Thi0

may be due to the fact that in Experiment 2, subjects were given no feedback

on the correctness of their responses on the posttest, while i aTeriment 1

,'-the feedback whi.ah was given may have helped moat the Low Ability Rule Tekt

subjects i.e.,,subjects who by virtue of their instruction and previous

-

experience had the mast to Cain, from thismanipUlatibn.

..SuemenItalArceriment2
. . .

.
.

.

In Order to determine tale role of a learner's Olilityi four tents were

given to subjects in Experiment 2 prior to instruction: The Pout tests were

'

26
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as follows: (a) Algetra Cgmputation Test consisted of six items which asked

fOr solutions to formal-algebraic equations, e.g:, "If X = Y + 2C, Y = A - B,

Find the value of X in terms of A, B and /or C." (b) Algebra Story .Test con-

,

eiSte&Of"eifht,storY probleks which asked for the production of a solution

f-rmUld, ",A car rental serVice charges eight dollars a day and fiVe
7-

.cents a mile to rent a,Car. Find the expression for total:copin dollars,

of renting a car D'days to travel IT miles." (c) Organization of Permutations

Test consisted of asking the subject to write all possible arrangemnts of

1234 as described by Leskow and Smock (1970). (d),-Organization of Cards Test

presented four Katona (1940) card trick problems, e.g., "SupposeI had a

deck of six,cards, half red acid half black and that. I alternately place one

card on the table and,one on the bottom of the deck, If the cards appeared

on the table in the order li,B,R;B,R,B what was the,original order'of the six-

card deck:"

The Organization of.Permutations Test was scored by a manner sensitive

to how orde.Tly arsystematiCat4 the subject produced permutations (see Leskow

and Smock, 1970). The other tests were scored by a straightforward (strict)

. ,

key, 'with answers CoUnted either as correct or incorrect. Separate analyses

of varianc failed to-reveal a reliable pattern Gf--4ptitude x reatment.inter-

action for any of the tests -- including the MSAT score -- thus suggesting

t4at the ability level effected performance under' each instructional,ltreatment

in similar Ways.

In order :to determine the relationships, letween each pretest measure_and

performance on each kind of posttest. item, cdrrelation coefficients were

computed for each instructional group (N =.20) and for. all subjects (N =

2
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Since no reliable differences were obtained among the groups. on
\

lation coefficients, only the grouped data is shown in Table 3.

sample size correlations above r = .22 are reliable at p .< .05

latiOns

key corre-
.

For this

and corre-

above r = .30 are reliable at p ? .01'. As might be expected all

five pretestmeasures correlated positively and reliably with overall post-
.

test score. Since tIle MSAT is a general test of many types of mathematical

reasoning ability it is not surprising that it correlates at moderate levels.

with performance.on all six kinds of posttest teaks, although it is interesting

tonote thatit correlates more highly with Geheration than -Interpretation

items. Apparently, the strongest overall pretest'predictor in this study

was the Algebra Story Test -- a test requiring subjects to translate story

problems into formulds. This skill seems closely related to skills required

in computer programming In general and...the high correlations with performance

for all six posttest tasks supports this view.

The other three tests appear to be more specialized and therefore of

value in diagnOsing potential learning difficulties. The Algebra Solution '

Test =- requiring straightforward solution of formal algebraic equations --

correlates well only with the most straightforward posttest tasks, i.e.,

memory of statements and generation of simple non-looping programs. The two

tests which require more illterpretation and some concept ofd looping in solving

a problem -7 the Permutations and the Card Tests ---correlate poorly with
,

the posttest 'tasks that the Algebra Solutions Test correlates with, and

correlate more strongly with far transfer. items such as Looping.items.

Table 3 about here

s

28
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Tab ld

Coirelations Among Pretest and Posttest Scores

1for All Subjects (N = 80)

Pretest.

Variables

Posttest Variables

TOTAL

Posttest
Scores

Generation Interpretation

State-

went

Non-
Looping
Program

Looping
Program

State...,,_,,,Non-

Lo oping
meat Progkam

Lowdng
Progr am-

MSAT.

Algebra Solution

Algebra Story

Permutations-

Cards

.39

.40
,-

.46

'05

.14

.37

_-.26

.52

.11

.21

.31

:GT -

.33

.29

.25

.26 .17

.36 . 1

.46 - .30

.16 . .20

.32 .27

'-' .30

.19

.35

.13

'42

.45

.34

1

.23

.39

0

Note - All correlations are positive. For N = 80, r > .22 is reliable at p < .05;

> .30 is reliable at p < .01.
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EXPERIMENT 3

Experiment 3 used theModel.Text and the Rule Text as in Experiment 1,

. _

however, no Program or Flow Aid was given and half the subjects in each instruc-
.

tional'group received only Interpretation exercises in Practice Sets 1.and 2

(Interpretation Practice) and half received only Generation items (Generation

Practice). All subjects rece ed both kinds of problems in the posttest, as

in Experiment 1.
-

. Method )'
Subjects and design. The subjects were 56 Indiana University students

who participated in the experiment in order to fulfill a requirement for

their introductory psychology course. Each subject served in one cell of a.

2x2x2 design with the ;first factor being instructional text (Model vs. Rule

Text), the second factor being type exercises given in Set 1 and 2 (Interpfe-
.

nation vs. Generation Practice), and' the third factor beinghgthematical

ability as measured by MAT score (High vs. Low Ability). Since all subjects

receiy=d a posttest consistingpf both types of exercises, comparisons by

type of problem (Generation vs. Interpretation Exercises) were within subjects

comparisons.

Materials. The Model Text and Rule Text, the three sets of exercises,

'the answer sheetsothe Pre-Experimental Questionnaire, and the Algebra Pre-
.-

TeSt were all identical to or slightly revised from those used in Experiment 1.

.Proceaure. As in Experiment 1, subjects were run in small groups of 2

to 4 and began by completing the Pre-Experimental Questionnaire and Algebra

_Pre-Test.-Following instructions, each subject was given his instructional

30
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text either Model or Rule Text -- and read it s in Experiment 1. The

"program aid " -and "flow aid" were not included.Then eath subject was given

Exercise Set,' followed by Set 2, as in Experiment 1, except that all items

in the first two sets were'of salhe type (either all Generation or all Inter-

pretation Practice) and the subject continued on aCeifa-a,criterion of 6'

'out of 8 correct (rather than 4 in a row), Afterzeachingcriferion on fie'.

first two sets of exercises, the subject wasegiven:the third set (posttest )

as Experiment 1 with'5 Generation items and 5 OrterpretationArtogms ar ged

in alterna ng order.

Rrsults

2
2

Two subjects indicated previous experience with computer programming,

3-subjects were unable to sollie,3 out of 6 problems on the algebra preteet,

and 4 subjects were unable to reach criterion on Set 1 or Set 2 within p hours.

The data for these subjects were eliminated and new sub_jec's were run in their

places-. Subjects indicating MSAT scores of-560 or above were counted as 111:01

Ability and those with scores below'560 were counted as Low Ability: The

performance on the exercises was scored as in Experiment 1,

The proportion correct response on the posttest for the two instructional

groups by type of practice experience (on Sets 1 and 2)' and bymathematical

ability is given in Table 4. As can be ,seen, and as is indicated by an ANOVA,

the Model x Type of Practice interaction is reliable (F(1,48) = 6.50,%p < .025),

indicating that fot Model subjects practice on generating programs helped

most on increasi g performance on the posttest, but for Rule subjects practice

on interpretatio of programs. helped most. In this study, practice seems to

have the effects o "filling in" On material not emphasized in the text.
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Table 4

Proportion Correct Response on Transfer Posttest for

Four Instructional x Practice Groups

Instructional

...,., ,,.OrPuP

Type of Practice

.
Generation Interpretation

High 4ility

Rule
f

,

Model
.

Low /ability

Rule.

Model

0
.67

.59

434

.614

,

.

.60

.44

.

.

.56. .

.36

,64
.

.51

.45

.,50

a

Note. - Main effect of Model, p = n.s.; main effect of type Of practiga).

p = n.s.; Model x Practice interaction, p < .025; Model x Ability inter-

action, p < .15; Model x Practice x Ability interaction, p < .10.

32
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There were two marginally reliable effects involving ability. /The

.Model x Ability interaction (F(1,48) = 2.34, p < .15) showed he slime general

/pattern an.ExperiMentl with Model Text resulting in highertp oportion

. /

correct response than Rule Text for Low Ability-subjects (55%.* 45% correct,.
.

respectively) and the reverse true for High Ability subjectss151% vs, 64%

correct, respectively). In addition, the-marginally reliabile Model x Type of

Practice x Ability interaction shown in Table 4 (F(1,48) 3.66, p < .10)

suggests the Model x Type of Practice interaction is mudh more pronounced
. .

for Low Ability subjects than for High Ability subjects. These findings are

"consistent with the idea that the.model text provides subjects with a meaning-

ful model which is especially important for Low ability subjects, but which

may interfere with High ability subjects.

Table 4-abOtt here

Unlike Experiment 1, there was no reliable Model x Type of Problem

Interaction (F < 1.00); however, an investigation of subjects receiving gener-

ation practice -- a sort of neutral exercise -- did provide a hint of the

interaction with Model subjects excelling on Interpretation items and Non-

Model subjects excelling on Veneration items.

GENERAL DISCUSSION

Availability of learning set. These results provide important new infor-

mation concerning the conditions of meaningful learning of technical material.

Ausubelis distinction between meaningful and rote learning set seems to_be

h

exemplified by differences between Model and Non-Model treatments. Model
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instruction provides the learner with 'a rich set of prior experiences which

are familiar to he learner and by Which new information may be understood

and organized; since the:Model-is presented first and new Material ls then

4v1Ald to it, it-shares some of the characteristics of Ausubel's "advance

organize4.

The

The prog

results allow some understanding of what makes a good advance organizer.,

am aid' (Experiment 1) and the flow chart (Experiment 2) did mit seem

to tern as useful advance organizers for subjects -in our experimentsji.e.,

they d not provide a meaningful assimilative set. The program aid was not

familiar to

statements,

to existing

learnersand'altpoughitrovided "organization" for the seven,
.13

it 'did not provide subje4s with a means of tying new information

knowledge. The flow chart *presented geometric symbols which

Were apparentlrifamtliirto subjects, but the symbols themselves provided only
4

4 -

. a second layer of code (i.e., translating statements to arbitrary symbols)*

rather than an organizing superstructure. The model aid, on the other hand,
1'

provided-a Superstructure already familiar -to learners and to-which -new infor,

mation could be systematicilly related; non-m el subjects including those given
4

u

the program or MOW chart aids apparently had to use a rote learning set which

lacked a rich set of relevant experience.

In previous studies (Mayer & Greeno, 072; Mayer, 1974)..we have noted two

structural variables in the acqisitiohOt new knowledge. -Externalonnections

.

refer to links between new material anqj'a system of knowledge already.in a
.

learner's cognitive structure. This 41ch set of experiences is what Ausubel

calls a meaningful learning set orkeeno (1972) terms "semantic memory". For

exAmple, understanding of the relation between counter set statements and the

s.

34-
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memory scoreboard is an example_of external connection. Internal connections

refers to'links between one aspect of new material and another aspect of new

material which retains the original structure off' the material. These kinds

of\links may be acquired when a learner lacks a rich -set.of relevant experi-..

ence, i.e. -, what Ausubel calls rote learning set or What Greeno terms "algor-

ithmic knowledge ". An example is knowing that in counter set statements the

memory space is always on the-left of the equals sign and the number is always

on the right is an example'of internal connection.

In the present experiments it seers8 reasonable to propose that.Model

subjects had a meaningful learning Set active during learning and so acquired

cognitive structure with strong external connections but weak internal connec-

/ tions; on the other hand, Non-Model subjects used only a rote learning set

of with arithmetic and technical systems and: so acquiredeognitiVe.
0.

structure with strong internal and weak external connections.

This interpretation is consistent with the results of Experiments .1 and 2

in which Model subjects excelled on learning. and. -on transfer to problems re-

quiring interpretation and extension of presented material, while Non-Model

subjects excelled:on straightforward generation of programs similar to those

in the booklet. The different patterns of pccttest performance for Model

and Non-Model groups is reminiscent of earlier results with mathematics learning

(mayet & Greeno 1972; Mayer, 1974) and suggests that the two groups acquired

learning outcomes which differed in qualitative or structural-ways. These'

results provide an important extension of earlier findings because they deal

with a new type of subject matter (technical instruction for computer program-

-0

ming) and because they more clearly demonstrate that an important variable in
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instruction*-- inladditibh-to the 'presentation of needed facts -- is the

presence or abse4ce of a conceptual model. These results support the idea that

instruction/for technical information canA;be'made "meaningful" for novices,

and that the effects of meaningful learning can be assessed ingterms of struc-

turally different learning outcomes.

Effects of question answering activity.. The answering ofpractice exer-

cises was varied in Experiments 2 arikil. In Experiment 2, varying the'araount

of practice before the posttest had no observable effect on posttest perfor-

mance, although this may be due to the fact that differences in the amount of
0

practice were not large. However, in Experiment 3 varying the type of practice',

before the posttest -- i.e., practideon generation vs. practice on interpre-

tation hadO nteresting effects. Generatioractice increased performance
-

'most for the Model groups and interpretation practice increased performance'

most for the Non-Model subjects (especially on interpretive items). These

results are consistent with the notion that practice may serve to direct the

learner's attention to aspects of-material not emphasized-in instruction,

especially helping the Non-Model sublects.to work on extending and interpreting

prelented material. One suggestion is that, during practice,. ubjects learn

, 1
to "fill-in" abilities not acquired in instruction and thus eliminate dif-

ferences in "what is learned" by activating complimentary learning sets. In

the present study, however, only the "backWards effects" of practice i.e.,

as a review -- were inflptigated since no text ever folidwed practice; further

work should investigate both forward and backwards effects as suggested by

Frase (1968) and McGraw & Grotelueschen (1972).

46,



27

r Effect of learner aptitude.' Subjects with prior experience in mathe-

'

mattes, and other areas related to computer programming, may possess a meaning

ful learning set independent of the model, presented in instruction. Since'the
/

model may be a rather arbitrary and contrived crutch for learners, it may

actUally interfere with high ability learners who already have a rich set of

4

more sophisticated knowledge, whil.e.at the same time providing a meaningful

.learning set-to learners low in ability.

Only weak support for,this idea was provided in the present experiments:

Slight or marginally reliable interactions involving aptitude and treatment

(ATI) were obtained in Experiments 1 and 3.with Model instruction raising the

Scores of low math ability subjects most and Non-Model instructions helping

raise posttmt-Boores of, high ability learners most. However, Experiment 2,'

which investigated fiye types of abilities failed to yield any reliable inter-

actions involving ability. Thus, there is only weak support for the idea that

high mathematics ability may function in the same way as an experimentally

induced meaningful learning set, and further work is required in this area.

TheanalysiS of tests in Experiment 2 did, however, yield an interesting,

possibility that learning problems can be predicted by appropriate pretests

and instruction emphasized iii these areas. Further work should investigate

the role of specifically relevant skills and of traditional computer programming

aptitude tests such as those used in the selection of computer programmers

(Luftig, 1973).

a

a.
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APPENDIX A

Text of Model and Rule BOoklets

-._Model Booklet:

How Does a Computer Operate?
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The figure above represents a. simple computer system which will be explained
to you in this booklet. It is made up of three main parts: (1) INPUT & OUTPUT
which allows communication between the computer's memory and the outside world,
(2) MEMORY which stores infOrmation.in.the computer, and (3) PROGRAM which tells
the computer- what to do andwhat order.to go in., Each of these three parts will

now be explained..

INPUT.& OUTPUT: .Notice that to the far lift is an Inpht Window divided, into

two parts. A pile of computer cardt with numbers punched into them can be put
in the,left part of the window; as the computer finishes processing each card
it puts it on the right side of the input windOw. Thus When the comphter needs
to find the next data card, it takes the top card in the left side ofAhe input
window; when it is done, with the card, it puts it on the right side.-
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On the far right is the output window.
this case, only numbers can be printed)
outside world appear. Each line on the
a new number).

Thisis where printed messages (in
from the computer's memory to the
printout 4s a new message (i.e.,

Thus the computer can store a number in memory that-is on a card at the input
,winddw or it can print out what it has in memory onto a printout at the output
window. '''The statements which put the input and output windows to work are
READ and WRITE statements, and each will be explained later on

MEMORY: Insidethe computer is a large scoreboard dialed MEMORY. Notice
that it is divided into eight Spaces with room for one score (i.e., one number)
in each space. Also notice that each space is labeled with a name --'Al, A2;
A3, A4, A5,46, A7, A8. These labels or'names for each space are
"addresseeand eadh,of the eight addresses' always has some number (score)
indicated in its spade. For example, right now in our figure Al shows a score
of 81, A2 shows a score of 17, :etc_....

°

It is possible to change the score in any of the eight spaces; for,example,
the score in box Al Can be changed to 0; and you will learn how to change
scores in memory later on when we discuss EQUALS statements and ARITHMETIC
statgments.

PROGRAM: Inside the computer to the right of the MEMORY scoreboard (with
its eight address-score pairs), is a place to put a list of things to do
called PROGRAM and an arrow which indicates what step in the list the co

should work on.

Notice that each line in PROGRAM has anumber with the first line called P1,
the second step called P2, and so on. When a program is inserted the step
indicator arrow will point to the first line (P1); when the first step is
finished the arrow will go to the next step on the list (P2)and so on down
the list. The pointer arrow will .follow this procedure of pointing to the
steps in, order,' from the.top.dovn, unless it comes to a step which tell's
it to point'to some other step -- then it will.go to that step and accomplish
it, and start working down the list from therel, This is called "looping"
because the arrow is not going in a'straight line. For example, the pointer
may first point to P1, then the computer will finish, step P1, then the
pointer will shift to P2 and the computer ,will finish step P2, then the pointer

will shift to P3 but P3 may say to go to step P7 in which Case the pointer
will shift to P7 (skipping P4, P5 and P6) and the computer will do P7, then
P8, and, so on. You will learn how to control the order of steps in the program
later on when the IF statement a- nd GO TO statement and STOP statements are .

,

discussed.

READ and WRITE Statements

First that have to do with INPUT and OUTPUT will be presented.
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The input statement duplicates a number which is on a data card into a, memory
,

space (i.e., a scoreboard box) and is in the form,
READ ( ) .

where an addreeS name'goes inside the. parentheses. Remember that an'address
name is just a space in the memory ecoreboard,and in this experiment we will
assume there are eight memory spaces called AI,'A2, A3, Alt, A5,-A6, A7, A8.

For example, the statement
READ (A2)

means that BEFORE this statement there is a pile of cards (i.e., at least
one) waiting in the left side of the input window and some unknown number is
being stored in memory scorebtiid space A2, but AFTER this statement is
finished the top data card has moved to the right half of the input window ,

and the number which was punched in this card is now stored on the scoreboard
at space A2 (instead of whatever Score was there before).

In terms of what operations are performed, the statement
READ (A2)

6 means: (Assumea pile of data cards has been put ontthe left side of the
input window.). (1) 'take the top card from the pile of cards in the input
window and Check to see the first number punched into it.. (2) Store that
number in a place on the memory scoreboard called A2, destroying any previous
number which was stored'at A2. (3) Send that data card to the right side of
the input window reducing the pile of cards to-be-processed by one.

The output statement, on the other hand, duplicates a number that is on the
memory scoreboard onto a printout at the output window, and is in the form,

WRITE ( )

where an address name goes in the parentheses. Remember that an address name
is just a space on the memory scoreboard and that there are eight of them:
Al, A2, A3, A4, A5, A6, A7, A8.

For example, the statement
WRITE (Al)

means that BEFORE this statement there is a number stored on the memory score-
board at box Al, but after this statement is finished the number is still on
the scoreboard as before and it is also printed out on one line of a piece of
paper at the output,window.

In terms of the operations performed, the statement
WRITE (Al)

means:. (1) Check the 'scoreboard to see what number is in box Al, but do not
alter it. (2) Print out that numbeon a piece of paper and send it out the
output windoV. .

ggyALs and ARITHMETIC Statements

Now,that you have some idea how statements effect INPUT & OUTPUT, \you will
learn about two program statements which effect MEMORY especially changes
in the scores on the memory scoreboard.
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One kind of statement that can change the number stored.in.memory (without
READing a card) is expressed in the fori,

where the first blank.is an eddresi name (i.e., e box.onthe scoreboard)
and the blank to the right of the equals sign is either - another address name

or a number.

For example,,the statement

means, that BEFORE this statement some unknown humber is being stored on the.
scoreboard in space Al but AFTER this statementois finished the number zero
is being stored in space Al (instead of whatever other Score-wee-there before).

In terms of what operations are performed,--the statement

Al =O .

means: (1) Destroy whatever was previously. stored on the scoreboard at
memory space Al. (2) Store the number zero in memory space Al.

Another example idthe_stateffiefit

A4=7A5

which means that BEFORE this statement some number is stored on the scoreboird

in memory space 44 and some number is sto red on A5, buttAFTER thii statement

is finished :the original number isshow,i-tii`a it\ls also now showing--
at box A4 (instead.of.whatoregirthere-hefore). In terms of What operattss
are performed this statements means: (1) Destroy whatever number was storer

at memory space A4. (2) See the number,which is stored in memory space AS,

andyithout altering it, store it also in memory, space A4.
O

ti

Another statement that changes.the memory scoreboard (without READing in a
card) is just like the EQUALS statement except that a computation is indicated
on the right of the equals sign. The 'statement is

where the first blank on the left of the equals) is an address name; the
first blank on the right of the equalS is either a number.or an address name,
the second blank on the right of the equals is an operation (addition, sub-
traction, multiplication, division) and the third blank on the right is either
a number or an address name. The four arithmetic operations are expressed
as follows: + means add, - means subtract, * means multiply, and / means
divide.

For example, the statement
A1=Al+A2

means that BEFORE the statement some number is on the scoreboard in memory
box Al and some number is also on the board in box A2, but AFTER the statement
is finished the original number is still in box A2 but the number now on the
scoreboard in space Al is the sum of the original number in Al and the number
in A2.
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'In terms of the. operations performed the statement
-A1=Al+A2

means: (1) Check to see what'number is on the scoreboard at box Al andhat
number is in box A2 but do not alter these scores, (2) Add thepe,two numbers
together. (3) Takedown and destroy the number that was on. the board at Al
and put thit'new sum in box Al instead.

.

GO rO, IF and STOP itatements

Now that you have same idea about statements that effect. INPUT & OUTPUT,
and statements that effect changing MEMORY, you will learn-about statements
which effect the PROGRAM part of the computer -- the order in which statements
will be carried out.

.

.Normally when a list of statements is 'put together into a-program and inserted
into the PROGRAM partof,the computer!thearrow will point to the. first state-
ment.ih,the list, waiit for it to beCtarried out, then point to the second and
so on down the list., However,,ii, is possible to tell the pointer arrow to
pOint to,some other statement:rather than the.one directly below it,

. ,

An example is, the statement,
GO TO

where a statement number goes in the blank. Remember that each statement in
r i Program has its ,own line and is given a number Such that the first, statement-,

is called Pl, the. second statement is P2, the third is P3 and so on; the
statement number goes in the margin just to the left of the statement.

4

For example, the statement
GO TO P2

means that BEFORE the statement the arroif was pointing to and the computer
was finishing work on the statement above "GO TO P2" in the program, and
AFTER the statement is completed the arrow is pointing to the statement at P2
-- i.e., the second one in the list -- and the'computer will begin working
on it..

In terms of the operations involved, the statement
GO TO P2

means: (Assume the computer has just finished the statement before "GO TO P2"
in the PROGRAM.) (1) Do not point the arrow to nor work on the statement ,

that comes right after "GO TO P3" iri the program as normally would be done.
(2) Instead, shift the arrow to the second statement in the PROGRAM list and
start working on it. (And then go on down the line to P3 and so on from there.)

'The last kind of statement that controls where the arrow points on the PROGRAM
list is one that comes at the end of the list and means work on the program

c is over. This is the statement,
STOP.
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For example, the statement,/

37

STOP'
means that BEFORE the statement the computer has just finished the statement

. above "STOP" (or has been directed to the STOP statement by a GO TO state-.
ment), and AFTER the statement has been finished the computer is finished
With the'present PROGRAM list and ready for a new one, i.e., the rrow ls
finished pointing to statements'.

IP 0

In terms ofoperations, the statement
STOP

, 1

means: (1) You've come to the end of things to do with this program so keep
the arrow still and stop working on it. (2) Start looking for a new PROGRAM

list to work on. \

0

r'S Remember that the computer will work on whatever statement the arrow points
to on PROORAM and that once the computer finishei one statement,.the arrow will.

shift to the next statement in tine unless it_pomes to a statement that tells

A the arrow to "GO TO" sane other statement. ft is also possible to 'tell the

arrow to "GO TO" some other statement under certain conditions and to go to

the next statement in line under other conditions.

This is done by ,using the statement,

. IF( ) GO TO
where the first blank in the parentheses after IF is an address nam
middle blank is a relationship (less than, less than or e u qual, greater

than or equal, greater than), the third blank ,t, er, and the blank after

GO TO is a statement number: The symbols or the five relationships are:
< means less than, $ means less than or equal, = means equal., ,); means greater

than or equal, means greater than..

For example, the statement,
IF(A2=99) GO 10 P7

means that BEFORE this statement there fs a number stored in memory box A2

add the arrow was pointing at the statement just above this one in PROGRAM;
and AFTER this statement is finished the arrow will be pointing to the seventh
statement in the program (P7) if the number stored in memory space A2 is 99
or it will be pointing to the statement just below this IF statement if the .

(
number in A2 is not 99.

In terms of.the operations involved, the statement
IF(A2=99) GO TO P7

means: (AssuMe the arrow has just finished pointing to the statement above

this one.) (1) Check to see what number is stored in memory box A2 but de,

not change it. (2,) If the number is nbt 99, just shift the arrow normally
to the statement that comes after the IF statement in the program. (3) If,

however, the number is 99 shift the arrow to the seventh statement in the

program (ignoring all others inbetween).
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'Another example is the statement `
IF(A2>.5) GO TO P2

which Means that BEFORE this etatement there is a number stored at memory.
space A2 end the computer has, just finished working.on the etatement'befOre
the IF. statement in the prograd, but AFTER this statement is finished the
computer will be working on the second statement in the PROGRAM:nit (P2) if
the number stored in A2 is greater than oi:equal to 5 or it will be.workint&
on the statement just below thid IF statement.if the number is not. In terms
Of operations' this statement.means: (1) Check to see vhat`number is stored
in memory space A2 but do not alter it.q (2) if the number 'is not greater
than or equal.to 5, continue normally with"the statement that comes.jUst
after the'IF statement in the program. (3) However, if the number is greater
than or equal to 5, start working on the second statement in the program.

tr.

RUle-Booklet:.

What is- a CoMputer Language?

In this booklet yOu Willlearalhow to write seven different kinds of computer
statements, and what they.mean'in ordinary English.- You can think of each
statement as a kind of seniece written in computer language, which.tells
the computer to perform certain operations. Statemefits can be put together

in various ways into lists, with one statement pei-line; these lists Are
calledprograms bedause they tell the computer to perform a whole series of
tasks in a certain order.: In order to write prograMs, you must first learn
about each of seven statements that can be put into a program,

Each of the seven statements will now be explained.

READ Statements

The first kind of statement is
READ 1 ,

where en'"address" name goes inside the parentheses. An address name is
just-A space. in the computer's memory, and in this experiment there are eight
memory spaces called Al, A2, A3, A4,415, A6, A7, A8.

For example, the' statement
READ (A2)

means: (Assume a pile of data cards has been input to the computer.)
(1) Take the top card fiord the pile of cards input to the computer and check
to see the first number punched into it. (2) Store that number in a place
in memory called A2, destroying any previous number which was stored at A2.
(3) Send that data card out of the computer reducing the size of the pile
of cardi by one.

o

4,



WRITE Statements
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The next statement you will lean about is ;

WRITE ( )
,

where an tiddre s name goes i the parentheses. Remember that an address

name is just .a space in be ory and that there are eight of them in our

computer: Al, A2, A3, A5, A6, A7, A8.

For example the st= ement
WRI (Al)*

means t tBEPO this statement' there is a number stored in memory space

Al, bu AFTER his statement is finished the number is still in memory space
Al an' is printed,out on one line of a-piece of paper which, is output.

In t rmS of the operations performed, the statement
WRITE (Al) :

,

mea s: (1) Check to see what number is stored in memory at.spa66 Al, leaving

th t number unchanged. (2) Print out that number on a piece of paper and

se dit out the output window.

EQ ALS State ents

The next kind.,of'Statement you will learn about is expressed inthe form,

where the first blank is an address label.and the second blank (i.e., the

blank to the right of the equals sign) 1i/either a number or another' address

name.

For example, the statement
Ai=0 . .. : ,

means that BEFORE.this statement some unknown number is being stored in space

Al but AFTER this statement is finished the number zero is being stored in space

Al- (instead of Whatever was there before).

In terms of what operations are performed, the statement
Al=0

means: (1) Destroy whatever number was previously stored at memory space Al.

(2) Store the number zero in memory space Al.

Another example is the statement
A4=10:5 0

which means that BEFORE this statement some number is stored in memory space

A4 and some number is stored at A5; but AFTER this statement is finished the

original number, is still stored at A5 and it is now also stored at A4 (instead

of what was there before). In terms of what operations are performed this

statement means: (1). Destroy whatever :limber was stored at memory space A4.

(2) See the number which is,stored in memory space A5 and without destroying

it, st6re it also in memory space A4.
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ARITHMETIC Statements

he next kind of statement ia SUst like the EQUALS statement except that
a computation is indiaated on the right side of the equals sign. The state-
ment is

where the blank on the left of the..equals sign is an address name, the first
blank on the right of the'vequals is either a number or an address name, the

--- second blank on the right i5 ftr operation (either addition, subtraction,:
'multiplication, division) and tbe third bled on the right is either alguniher--
or an address label. The four arithmetic operations are expressed as follows:
+ means add, - means subtract, * means multiply, and /means divide:

For example, the statement t a
a

A1=Al+A2
means that BEFORE the statement some number is stored in memory space Al and
some ntmber-is stored in memory space A2, but AMR the statement is finished
the original number if still in A2 but the number now stored in Al is the
sum of the original number in A2 plus the number in A2.

In terms Of the operations performed, the statement
A1=Al+A2

means: (1) Check to see what number is stored at memory space Al and what
number is stored at memory space A2 but do not alter them. (2) Add these two
numbers together. (3) Now destroy whatever number was stored, at Al and put
this new sum in Al instead.

GO TO Statements

Normally when.a list or statements is put together into a program, the computer
will complete the first statement, then go on to the one directly, below it
and so on down the list. However, it is possible to tell the computer to
go to some other statement rather than the one directly below it.

An example is the statement
GO 10 r.

where a statement number goes in the blank. Each statement in a: program has
its own line and it is given a number such that the first statement is call d
P1, the.aecond statement is called P2, the third is P3 and so on; the stat ent
number goes in the margin just to the left of the statement.

For example, the statement
GO TO P2

means that BEFORE the statement the computer has finished the statement ust
above "GO TO P2" on the program, and AFTER the statement is completed t
Computer will begin working on whatever statement is the second one in
program (i.e., statement P2).



In terms of the operations involved, the statement
, GO TO P2

,,means: (Assume the computer has just finished the statement before "GO TO
'WO- (1) Do not work on the statement that, coiled just after "GO TO,P2" in

the-program as normally would be done. (2) Instead work pn the statement

numbereds.P2.-- the second statement in the progrAM (and then go to P3 and

soon).

Statements

Remember that once a computer inishes one statement it will go on. to work

on the statement that comes direqly after (.i.e., below) At,onthe program,
unless that statement tellsthe cOthputer to "GO TO" slime other statement.

It is aliso possible to tell the'compaer,to "GO TO"Some'other statement
number under certain circumstances and to'skon tothe next statement in

line under other circumstances.

This Is done by using the statement
IF(. ) GO TO -

where the first blank in the parentheses after the IF is >n addresS,name,

'the middle blank is a Yelstionship (either less than,lessthan or eqUal, . .

equal, greaterrthan or eq*;.greater'than),-the,third blankthe paren-
theses is nukber, and.fhe'blank after Gb.TO(is:a statement nutter. The

symbols for the five relationS-ire:. ,< means less*than4.4$ means lets than

or equal,:= means eqUal, > means greater than4 and means,greeter than or

equal.

For example, the statement
'9fF(A2=99) GO' TO P7 .

means that BEFORE this statement'there is a number stored at meMory.space A2.
. ,

and the statement jUst.above this one in the program has been completed, and'

AFTER this "statement is'completed the computer will be working on the seventh

statement in the program if the 'number stored in memory 9,padi A2 is 99.or it

will be working on the-statement just below this IF statement if the number

in A2 is cot.99. .

In terms of the operations involved, the statement.
IF (A2s99)GO TO Fr

means: (Assume the computer has just finished the statement above this

one in the iirograth.) (1) Check to see what number is stored in memori'space °

A2 but do not change it. (2) If the number is not 99, just continue normally
with the statement that combs after the IF statement in the program... (0) Pow-

ever, if the number is 99, start working ot the seventh statement (Anoring

all others in between).

Another example is the statement
IF ,A2?-5) GO TO P2

which means that BEFORE this statement there is A number stored at memo

space A2and the,'CompUter has dust finished the statement directly. lief

.11



IF statement in theTrogiaM, but AFTER this statement is fin ed the
omputer will be working.on the second statement in the program if number

Stored in space A2 is greater than or equal to 5 or it will be working_ n,
the statement just below this IF statement if the number is less than 5. 1:11.,

terms of operations this statement means: (1) Check to see what number is
stored in memory space A2but do not alter it. (2) If the number is not greater
thanOr equal to 5., continue normally with the statement.that comes just
after the IF statement. (3)-liovever3 lf the number is greater than or equal
to 5, start working on the-second statement in the program.

STOP Statements

//
The last kind of statem t that you will learn about today is, one that comes
at the end of a progrgnf and means the program is over. This.is

/
For example, the-statement

STOP
means that BEFORE the statement the computer has just finished the statement
above it (or has been directed to the STOP statement) by a GO TO statement),
and AFTER the statement has been finished the, computer is finished with the
entire program and ready for a new one.

In,terms of operations, the statement
STOP

means: (1) You've come to the end'of things to do with this program so stop
working on it. (2) Start looking for some other program that needs to be
started:

.. . .
, . ;

, / /
,, . .

. .

. .

A
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APPENDIX B

Typical Practice and TestQuestions ,t

'1. Given the computer has just finished statement P2--in a program and Wnumber
is in memory space A8, write a statement to get the computer to statement
Frif the number is eqiiali to 8 and;t0 statement Ph if it is not.

2, Given a da
. that n er

"..

card with la number on it is input, write d' .statement to get
into mem9ry spaceAlt._

3. n a number in memory space A5, write a statement to change that number

... $

in memory apace A6, write A-statement to increase that

e

0 zero.

. Given a number
?umbel., by

Given a computer has just finished statement P7 on a programvwrite a
statement to get the cOmputer immediately to the third statement (P3).

Given a number in memory space. Al and a number in memory sPace,A2, write
a statement tofind their product and store that number in space A2.

Givena'number in memory space A3, write,a statement to change that
number to 5.

8. Given a data card with a number on it is input, write a statement
get thit number into memory space A5.

. 9, Given a number ih.memory space A7, write a program to
number ty 1.

.

10. Given n-the

number is
statement
not.

to

decrease that;

computer has Just finighecrstatement-P7 in a program and a
in memory spabe Al, write a dtatemeirt to get the computer to
P2'lf the number is equal to 5 and to statement Pg if .

11. Given the computer hap just finished statement P3 on a program, write a
statement to gei the computer immediately to the seventh statement (P7).

12. Given a number in memory space Al and a number in.memory'space A2, write
astatement to find the sum of those two numbers and store the sum in
Al. / *
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Interpretation-Statement:

1. P3 IF(A8=8) GO TO P;

2. -.READ (Al)

3. A5=0

. '.4. A6=A6+1

5. P8 GO TO p3

6. A2=A1*A2

7. 4A52.5

B. READ (A5)

9. A7=A7-1

10. P8 IF(A1=5) GO TO P2

11. P4 GO TO P7

12. AlmAl+A2

Veneration-tinear Program:

1

0

A

O

1. Given a' card with a,numberon it is input, write a program to print out
its square.

2. Given two cards with a number on each are input,. write a program to,find
their sum.

ven.a card with a number on lt is input, .write a ogram to print 'out
at number unless it is zero.

14 Giveii'lllat a number is stored 41 memory spice A2,and that a card with a
-,,imumber on it is input, write a program to,find the.product of the two

..numbers. f

'5. Given enuaibe5 is'atored in memory space A6, write a program to.piint out
thatfiumber unless it is 99.

Given:a card with a number on it is ini6t, write a program to print out
that number minus one.

.

7: Given two cards with a numberon each are input, write a program to find/
their product.

,
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I. Given a card with a number on it isN4put write a program to
twice that number.

Given that a. number is stored in memory space-Al and that a card .witiKa
number on it ia input,.yrite a program to find the sum of the two numbers

Given a card with .a number on is input, write a program to print out
at nuftber.

Given a c
that number

ber on it is input, write a program to print out
ess than 2.

°
iven a =Aber is stored in memory: space Al, write a program to print out

the-number-unless it 4s greater than 5.

Inter retation-Line

1. 'P1 READ (Al)
P2 A1=Al*A1
P3 WRITE (Al)
Ph- STOP

2. P1 REAb (Al)
P2 READ (A2)'

P3 A1=Al+A2
Ph WRITE (A1)'
P5 STOP

. V .P1 READ (Al)
P2 IF(A1=0) GO TO Ph
P3 WRITE (Al)

. 0 STOP

e P1 READ (Al)
172 A1=A1 !A2

P3 WRITE. '(Al)
Ph .STOP

API A IF (A6=99) GO TO P3
P2 WRITE (A6)
P3 STOP

6., P1 READ- (kW
P2 A1=A1-1 °

P3 WRITE (Al)
Pb STOP

P1 READ (Al)
P2 READ (A2)
P3- A1=A1 liA2

Ph WRITE (Al)
r5 STOP
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P1. READ (Al)
42,12, :.A1=A1*2

P3 WRITE (Al)
P14 STOP

01 READ (A)
P2 :A1=A1tA2

WRITE-(A1)
141, 'STOP.

:. 104 P1 READ (Al)
P2 A1=A1/2
P3 WRITE ('Al)
P4 STOP

. . .

11. P1' READ (Al) .

P2 IF. (Al<2) GO TO p4

P3 WRITE (Al)
P4'., STOP

r

12. P1 IF (A1>5) GO TO P3
P2 WRITE (Al), .

P.3 STOP

Generation-Looping Program:

1. Given that a pile'of data cards is' input, write a program to,print.out
only numbers greater than 5 and to stop when, it gets to a number greater

46-

A

than 50. N

2. Given a pile of cards is input,, write a program to' count (and store in
memory):how many cards thereNare before a card With a 10 appears.

0

3. Given a pile of data cards with a'number on each is input, write a program,
to print out the double of each, dumber'and to stop when it gets two. card
with a 0 on it.

4. Given a pile of data cards is input, write a program. to print out each
number and stop when it gets to a card with 88 on it.

Given a pile of data cards is input and that a number is stored in memory
space A6, write a program to print out the difference between each number.
and A6 and to stop when it gets to a card with 99 on it.

6. Given a pile of cards is input, write a program to count (and store in
memory) how many cards there are before icard with a 99 appears.

7. Given a pile of data cardaia input, write a program to print out only
embers greater than 8 and to stop when it gets to a'number less than
or equal to 2.

t
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8: Given p.,pile of data cards with a number on each is input, Write .a program
to print out the siluare oteach:number and stop when it gets to A card
with 99 on it,

.

9, Given that a pile-of data:cards is input and a.number is atoredin memory
apaceqA2, write a program toprint out each number plus whatever is in
A2 and to stop when it geti to a card with 77 on it.

10. Given a pile of data cards is input, write a program to print out half of
eacK number and stop when it gets to a card with IT on it.

Interpretation;loop bg Programs

1. P1 READ (Al),' .

. P2 IF (Al>50) GO TO P6
P3,IF (Ai; 5) GO TO PlL
P4 WRITE (Al)
P5 GO TO P1
P6 STOP

. P1 Al=0
P2 READ (A2)
P3 IF (A2=10 GO TO P6
P4 A1=A141
P5 GO TO' P2
P6 STOP

3. ,P1 READ (Al)
P2 IF (A1=0) GO TO P6
P3 A1=A1*2
P4 WRITE (Al)
P5 GO, TO P1
P6 STOP

4. P1 READ (Al)
P2 IF (A1=88) GO9TO P5
P3 WRITE (Al)

,P4 GO TO P1
P5 STOP

p

5. 1:1 READ (Al)
P2 IF (a1=99) GO TO P6
P3 A1=A6-Al
P4 WRITE (Al) lo

P5 go TO P1 -

P6 STOP

,0,



P1 Al=0
P2 READ (A2),
P3 IF (A2=99) GO TO P6
P4 ',A1=A1+1

P5 GO TO P2
P6 STOP

P1 READ (Al)
P2 IF (A1.42) GO TOP5,
P3 IF (A10) GO°TO P1
P4 WRITE (Al)
P5 GO TO P1
P6, STOP

8. P1 READ (Al)
P2, IF (A1=99) GO"TO p6
P3 AinA1 *A1

P4 WRITE (A14
P5' GO TO P1
P6 STOP

P1 READ (Al).
P2 IF (A1=77) GO TO P6,
P3 A1=A1 +A2

P4 WRITE (A14
P5 GO TO P1
P6 STOP

48

10.° P1 READ (Al)
P2 IF (A1=77) GO TO P6
P3 A1=A1/2
P4 WRITE (Al)
P5 .G0 TO P1
P6 STOP
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APPENDIX C .

.Four Pre-tests.Used in Experiment II

Pre-test 1: Algebra Solution Test

1. 'Y = X + 5, X = 5, Y=

( 2. 2Y = X, X = 10, Y =

3. 2i + 3 = 7, Y =

4. Y2- 6 = 10 Y=

5. X = Y + 2C, Y = A - B, X = (in terms of A, B and/or C)

6. x = 6Z - Y, Z = B - 1, Y = A, X = ( in terms ofA, B and/or C)

Pre-test 2: Algebra Story Test

1. A taxicab charges 25O for the first fifth of a Tile and five cents for
each additional fifth of a mile. Find the formula for the cost C in
dollars of going M miles by taxi. Assume M is greater than 1/5.

(1)

2. Find the total cost C of the same trip if a 15% tip'is added.

(2)

3. .A car rental service charges eight dollars a day and five cents a mile to
rent a car.' Find the expression for total cost C, in dollars, of renting
a car for D days to travel M miles.

(3)

4. Find the total cost of the same trip as in question 3 ,if a sales tax of
P percent is applied.

ti 5. An English penny is currently worth 1.25 cents, lets say. There are 12
pence to a shilling and 20 shillings to a pound. ilind the expression for

,,dollars D if you have P pounds, S shillings and C Pence.

(5)

5P
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6. find the expression for dollars'in question 5 if the pound is devalued
by 25%.

. .

7. A Carton_contsins S spools of thread. F feet of thread are wound upon
each spool. Write an algebraic formula for T, the total -number of yards
of thread contained in the carton.

. (7) .

8. What is the formula for W, the nOmber of.feet of thread contained in a'
stockroom housing C such cartons as described in question 7.

.

_.....

(8) -

Pre-test 5: PermutationsTest

Supposeyou are making license platervfor a certain.tovn. Each plate is
. four digits long and contains one each of the digits 1, 2, 3, and 4. List.

all the possible arrangements of 1234.-

1234

Pre-test 4: Card Test

1. Suppose I have a deck of four cards containing 2 red cards and 2 black
cards. I take the top card from the deck and place it (face up) on the
table. It is a red card. Then I take the next card end .put it on the
bottom of the deck without determining what it is. I place the third card
on the table. It is a black card. The followitig card X put undetermined
below the others; while the next card, which is red, I put on the table.,
The procedure of alternately putting one card on the table and one on .

the bottom of the deft is continued until all the cards of the deck are
placed on the table. The enrde cn the cable appeared in this order:
Red, Black, Red, Black. What was the order of the. original deck?

' (Put R or B i ach space)
Top Bottom p

2. Suppose I had a deck with 6 cards, half red and half black, and alterna4
placed one on the table and one on the bottom of the deck as above. If the
cards appeared on the table in the order R,B,R,B,R,B, what wag the order
of the original deck?

Top

I/ /

(Put R or B in each space)
Bottom .

60
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3. Suppose I had a deck of 8 cards, half red and half black, and I alter-
nately placed one on the table and one on the bottom of the. deck as above.

If the cards appeared on the table its the order R,B,R,B,R,B*11,3, what
was the- order of the original deck?-

Top
(Put .R or, B .in each

Bottom space) .

4. Suppose I had a deck of 8 cards, the ace through the 8 of clubs, and I
alternately placed one on the table and' one'on the bottom of the deck as
above. If the cards appeared on the table in,the order A,2,3,4,5,6,7,8,
what was the order of the original deck?-

'

(Put A,1,2,3,4,5,6,7,
Top

4

p

C,.

61

Bottom or 8 in each space)
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